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Project Description

Purpose

The aim of the project is to create a concept of ubiquitous computing that could be applied to the Holstentor Museum in Lübeck. The concept shall be presented as a basic, exemplary prototype in the ISNM at the 9th of July 2007.

Restrictions

Additional specifications are the integration of video for presentation and the usage of  the ubiquitous infrastructure provided as part of the “Ubiquitous Infrastructure for Contextualised Exhibition Services” Master thesis of Bashar Al Takrouri.

Idea

The concept consists of a Bluetooth-based room information system that is coupled with an individually calculated guided tour around the museum. The tour is based on a set of preferences that can be adjusted before entering the museum. By the use of on interactive multimedia touch-screen installation the visitor will be able to make a choice of objects that are of interest. According to this selection a tour will be calculated and sent to a mobile device via Bluetooth. The information system transferred to the mobile device will now guide the visitor through the museum. When entering a room the visitor’s mobile device is located and the location-specific information will automatically be pushed onto the mobile device. This information will consist of a webpage that provides audiovisual content about the specific room. In addition to the information on the screen the text will be recited as an audio file, so that the visitor does not need to pay attention to the mobile device while contemplating the exhibited objects.

Responsibilities

According to the different requirements, work packages have been created and assigned to different teams. Teams consist of  one team leader and a group of students (ISNM generation 2006). 

Groups

Concept Group

Team Leader:
Veronica Hulea

Members: Karen Detken, Katja Novitskova, Mari-Klara Oja, Steve Stein, (Carlos Martinez)


Design Group

Team Leader:
Karen Detken

Members: Carlos Martinez, Katja Novitskova, Xiaujing Fan, (Mari-Klara Oja)


Content Group

Team Leader:
Vavara Guljajeva

Members: Georges Belinga, Loreto Jacque, Luo Zhu, Xiaujing Fan, (Yunpei Wu)


Technology Group

Team Leader:
Yunpei Wu

Members: Hong Chun, Lihua Song, (Steve Stein) 


Work packages

[image: image1.jpg]Concept Group Deadlines Design Group  Deadlines  Content Group | Dead Group Deadlines
Basic technology
information
Kiosk user interface; Taking pictures inside the respanse for Concept
Walk through Screen 123 Holstentor aroup
Concept for demo: Rooms / objects
included in the tour + real places in
Lubeck Mobile user interface Map of Holstentor provided | Task spiitting
Detailed guidance for videos, [Testing & shooting the four
pictures of the objects and rooms + videos in the mentioned
quidance for other group activiies Tasks spiiting loctaions 250607 |Devices list |
Mabile phone web pages: Tests for mobile
Provided text for audio and websites design, htrml, pictures Editing browser 125.06.07
Recorded audio "stories” for the 4 Holstentor map. (Questions about video r F
rooms modiication settings 26.06.07 _|Tests for PDAs 27.08.07
Kiosk interface I [Tests for kiosk I
Project Name programming Editing 290607 _|interface 129.06.07
r Includs the real videos
Project Web page / documentation |30.06.07__|into the project design I"Making-off video Hardware setup l03.07.07
Programming "Start * button / audio |
fles(Steve) s0.06.07  |Fiyer /Poster Delivery Jo7.07.07





Implementation

First Draft (Concept Group)

During the first meeting the concept group discussed various ways of implementations and studied the pros and cons of each possible solution. The final content for the concept has been defined. With the help and input from students involved in other groups a rough first draft has been created.

	Concept group. Meeting 1.
Walk-through (first draft):

1. Visitor enters the museum

2. Screen shows a map (?) of Lübeck with objects from Holstentor museum (spots) on it (4). Above the map there is a small text: switch on your mobile.

3. Click on one object/spot/topic

4. You see a video that takes you to a place in real Lübeck that is related to that topic/object/spot

5. Visitor can select to add the object (representing a room) to his/her tour

6. Click on another object on map or click on Start tour button (adds selected objects to your mobile phone for tour)

7. After Start tour the list of chosen objects is loaded to mobile phone

8. Mobile phone shows directions to rooms that the user was interested in, in the order of their location inside the Holstentor. User can turn on audio option (in this version only English).

9. When user is inside one of the interested rooms, mobile phone will display a web page with text / images about ? and audio (same text) about ? (? – one object, whole room, some objects)

10. After audio is finished it recommends to go on to the next room (in the future it’s possible to switch off audio in the middle)

11. Repeat steps 8-10 until all room user was interested in are covered

12. Mobile phone says: Thank you for your visit.

 

Rooms included in the tour:

1. Trade-room (Hanseatic League)

2. Market-room

3. Shipping /seatrade-room

4. 3D model of Lübeck-room

 

Places in Lübeck representing Holstentor rooms in the tour (make videos, pictures):

1. Rathaus (outside with the coat of arms of Hansa cities, etc) as representing Hansa league cities

2. Lübeck market place

3. Lübeck harbour (water+ships)

4. Panorama view of Lübeck from a high point (church tower like St.Petri, etc). The Lübeck defence wall (after Burgtor gate)

 

Video of one location no more than 20 sec. Video should be shot from different view-points, but not traveling from one location to another. Each video will start from Holstentor to the target place.

 

Objects you can be selected in the video tour (kiosk) (make pictures):

1. Trade-room: one of the barrels

2. Market: the sketchy picture of market (old lady with pots)

3. Shipping / seatrade: one of the ships (in the ceiling)

4. 3D model of Lübeck: close-up picture of one of churches in the 3D model


The following comments have been made by other project members:

	varvara Says: 
June 13th, 2007 at 9:15 pm


 

To my mind it sounds contradictory: “Video of one location no more than 20 sec. Video should be shot from different view-points, but not traveling from one location to another. Each video will start from Holstentor to the target place.”

You want only videos from the locations and at the same time you are talking about starting from Holstentor. I don’t get it. could you please explain?

varvara Says: 
June 13th, 2007 at 9:18 pm


 

what about Holstentor rooms? should we film them as well or take pictures? or they are out from the kiosk virtual tour?
P.S i’m not talking about objects

ubicomp Says: 
June 14th, 2007 at 7:27 am


 

Sorry for the confusion. We will come with a final conclusion today.

andreasschrader Says: 
June 14th, 2007 at 12:29 pm


 

I would suggest to keep the filming process as simple as possible.
If you have to film a walk from Holstentor to different spots,
a steadycam is definitely necessary and the film has to be edited
in order to shorten the time and achieve a fast running through effect.
If you just film spots, you can use a tripod and achieve a high quality.

But that’s your decision of course.


Second Draft (Concept Group)

Within the second meeting of the concept group the first draft was discussed and upcoming issues were taken into consideration. Another draft has been created and different work-packages have been assigned to the other groups.

Additionally text for audio files and webpages for mobile devices were created. Following is the text used for audio files. Shortened version of these texts are used in the webpages on mobile devices:

	Welcome to the Holstentor Museum, the symbol of Lübeck City.

We invite you  to a “fascinating” tour into Lübeck  history. 

Welcome to the trade-room, that represents the trading history of Lübeck. 

Trade in the middle ages was a dangerous business and the only way for merchants to protect themselves was by travelling together. 

Due to that, the Hanseatic League as an association of merchants was formed by the cities of Northern Germany and the Baltic in the 12th century. 

For Lübeck the best trading option was fish. The fishing boats had easy access to the Baltic sea and large portion of the diet of Christian Europe was made of fish since there were many fasting days and the church forbade the eating of meat on Friday. Still there were problems with fish-trading like no refrigeration or canning. 

Hamburg, on the other side of the Jutland peninsula, had easy access to the salt produced in the salt mines at Kiel, and salting and drying of meat and fish made transport and distribution possible. It was in the interest, then, for the merchants of these two towns to open trade along the "salt" road. 

Now you have reached the medieval market room. 
Early marketplace was the heart of town where business and entertainment took place. For merchants doing business at the market, guilds offered priveleges of protection and support - at a price, of course. Each occupation had its own guild, which fixed prices and arranged trade. 

The city’s  narrow, winding streets all led to the central market-place which teemed with trade: merchants selling spices and expensive cloths; craftsmen trading with tools, furniture, or jewelry; and peasants vending poultry, eggs, honey, grains, pigs and sheep.

Marketplaces were also for public punishment and humiliation. From medieval times through to the 19th century the punishment of petty criminals was extreme in modern eyes.  Stocks, pillory and a whipping post were kept in market places and a ducking stool was used for 'scolds'.  

Watching over all was the Guild-hall in the centre of the square, symbol of the Hanse merchants' administration and the town's independence. 
You have reached the wooden model of Lübeck, that introduces the history and architecture of the city. 

Lübeck is the second largest city in Schleswig-Holstein. It was for several centuries the "capital" of the Hanseatic League and because of its Brick Gothic architectural heritage is on UNESCO's list of World Heritage Sites.

Lübeck is situated at the Trave river with the largest German port at the Baltic Sea. 

Much of the old town has kept a medieval look with old buildings and narrow streets. The town once could only be entered by passing one of four town gates, of which two remain today, the Holstentor (built in 1478) and the Burgtor (built in 1444).

The old town centre is dominated by seven church steeples. The oldest ones are the Lübecker Dom and the Marienkirche, both from the 13th and 14th centuries.

Now you can get to know the sea-trading history of Lübeck. 

Due to the access available to the Baltic Sea, sea-trade developed rapidly. Merchant ships left the harbour with a load of salt, wine or fabrics, or arrived here with furs, ore, fish or other raw materials. 

Emperor Friedrich Barbarossa granted the city of Lübeck more privileges in 1188, after Henry the Lion had fallen out of favour. Barbarossa gave the city the right of shipping and fishing, confirmed its landed property and also contributed to Lübeck's wealth by bestowing it the status as a city to be administered as a district in its own right in 1226. Lübeck kept this status for 711 years.


	Concept. Meeting 2.
June 14th, 2007 by ubicomp 

Decisions regarding videos in 4 places in Lübeck:

- 3 videos will start from Holstentor and go to each place in Lübeck (Rathaus, market, harbour)

- the video of panorama view:

· Option 1 - shoot a video from Holstentor to a church, then video of climbing the stairs and then panorama view 

· Option 2 - shoot a video from only the stairs-climbing the church and then panorama view of LÜbeck 

· Option 3 - shoot a video of only panorama view - 1st zooming in to Holstentor and then zooming out to the big panorama view 

Content-team can decide how they want to do it, which would look best. Actually you have to just shoot one video, which starts from the Holstentor and includes the other options. And then you can decide what to cut out, depending on which option we go for, but in the initial video you have all three included so easier to decide.
- this weekend the content team can try with one trajectory video (i.e from Holstentor to Rathaus), filming it with hand-camera (and then fast-forwarding and editing)

- at the specific place (Rathaus, market, harbour) a video from different angles should be made (on tripod, etc)

Decision on How to present the demo? (Images projected on ISNM walls or something else?) 

- content team: take pictures of the 4 rooms in Holstentor (overall pictures that can represent the room) and the objects that are going to be used on the kiosk map (one of the barrels, market sketch image, ship, one church from 3D model). Take a picture of the map of Holstentor (entrance room) or get a brochure if it’s cheap (for free).
- 4 webpages with info on the rooms and 4 audio files are done respectively by design team and concept-documentation team

- user interface for mobile phone and kiosk is done by design team (directions, buttons, maps, etc)

- design-team should decide how user instructions are provided for the tour (a page on mobile or kiosk, etc?)

Walk-through (second draft):

1. Visitor enters the museum

2. Kiosk Screen shows a map of Lübeck with objects from Holstentor museum on it (4). In the real scenario (not in demo): Above the map there is a small text: switch on the bluetooth on your mobile and shows a mobile icon.

3. Click on one object on the map

4. You see a video that takes you to a place in real Lübeck that is related to that object and room

5. Visitor can select to add the object (representing a room) to his/her tour

6. Click on another object on map or click on Start tour button (adds selected objects to your mobile phone for tour)

7. Kiosk shows message: Enjoy the tour with you mobile phone. 

8. After Start tour the list of chosen objects is loaded to mobile phone

9. Mobile phone shows directions to rooms (with a map) that the user was interested in, in the order of their location inside the Holstentor. User can turn on audio option (in this version only English).

10. When user is inside one of the interested rooms, mobile phone will display a web page with text with ? (design-team decision) about the whole room (story) and audio (same text) about the whole room.

11. After audio is finished the mobile phone displays the direction map with next room highlighted (in the future it’s possible to switch off audio in the middle)

12. Repeat steps 9-11 until all room user was interested in are covered

13. Mobile phone says: Thank you for your visit.

The concept team will:

- provide text about theHolstentor rooms - by 20.06.2007

- do the audio for 4 rooms

- “making-of” webpage and documentation - by 30.06.2007

The design team will:

- get the map of Holstentor (from content team)

- user interface for mobile (map) - by 24.06.2007

- user interface for kiosk - by 24.06.2007

- webpages for room info (text provided by concept-team, pics provided by content-team)

Technology team will:

- talk to Bashar to find out: (by 19.06.2007)

· how long does it take to upload content to mobile phone? 

· what range bluetooth he will use (the broken one or not)? 

· what kind of content exactly can be in mobile phone? (text, images, audio ?) 

· audio file size, embedded into webpage or not ? 

The content team will:

- shoot videos (4). Please read specifics above! - by 22.06.2007 (for design-team)

- take pictures in Holstentor (see above!) - by 18.06.2007 (for design-team)

- provide the Holstentor map to design-team (take picture in entrance room/get a brochure) - 18.06.2007 (for design-team)


The following comments have been made by other project members:

	June 14th, 2007 at 6:43 pm


 
Bashar AlTakrouri


 Says: 

Nice work, it seems we started the interesting work [image: image2.png]


 well my comment and answer for the technology group is the following:

* how long does it take to upload content to mobile phone?

In theory Bluetooth 2.0 support up to 262.5 KByte / sec (up to 2.1 Mbit/s) which means that we need content that dose not exceed 600 - 700 KByte that can be transmitted effectively to the visitor in 3-5 sec time. Just for fun look at this online tool (http://web.forret.com/tools/bandwidth.asp?speed=2.1&unit=Mbps&title=Bluetooth+2.0+(EDR)+%5BClose+Range%5D)

* what range bluetooth he will use (the broken one or not)?

I believe that the current Bluetooth adapter I have D-link DH 120 dose not function well. the suggested adapter in the shopping list (sent lately to Andreas) is class B 20 m range ( i could not find class C which is less than 10 m). Nevertheless i guess this adapter is good enough if we have the demo in different rooms or the exhibits are spitted over distance.
If anybody knows or came a cross Bluetooth device with the following specification please let me know
- Bluetooth 2.0 +
- Class 3 (less than 10 feets)
- widcomm stack.

* what kind of content exactly can be in mobile phone? (text, images, audio ?)

* audio file size, embedded into webpage or not ?
To my knowledge, the audio will be streamed. I do not know if it is possible to have in the webpage itself. I will explore this a bit but so far it is streamed.

varvara Says: 
June 14th, 2007 at 7:23 pm


 

One comment about Rahthaus: i’m afraid it’s under construction. at least the front of the building was covered this tuesday.
maybe to shoot inside


Design Meeting (Design Group)

In the first meeting of the design group details about the touch-screen (kiosk) interface and mobile phone interface were decided. Tasks were split between design group team members. 
	Design group - meeting 1
June 16th, 2007 by ubicomp 

Kiosk user interface:

- Kiosk screen resolution?
- First screen –> map of Lübeck with objects of the Holstentor
- Objects are placed in the corresponding hot-spots
- Text:
“Welcome to the Holstentor Museum”
“Let us customize your visit by selecting the places you are interested in.”
- Bottom: row of pictures run in a loop like a slide show and are later replaced by the pictures corresponding to the places the visitor has chosen

- Second screen: no division of the screen –> the map remains in the background
- after selecting a hot-spot, the corresponding video appears in the center
- Buttons:
“Add market to my tour” –> adds a picture of the market place or the object representing it to the row of pictures in the bottom of the interface

“Start Tour” –> shows instructions to beginn with the tour
“Back to map” –> hides the video and displays the map

- Third screen –> instructions
- by pressing “start tour”, the screen will show pictures of objects representing the chosen places (maybe with a name to describe them better)
- instructions:
“Thanks for selecting your places of interest.”
“Your personalized tour map will be loaded to your cell phone.”
“Enjoy your visit.”

- After 10 - 20 seconds the screen shows back the unselected map.
- Interface design –> old-style graphics
- The metal map in the actual Kohlmarkt can be used for the interface.

Mobile user interface:

- Mobile screen resolution?
- User interface will be the map of the holstentor with the pictures of the objects used for the map of the kiosk.
- The selected “rooms” will appear in color, represented by the corresponding pictures of the objects and the unselected rooms may appear in black and white or grey
- Already seen rooms will also be differentiated
- When entering a room, the corresponding “room” in the holstentor map lights up and after a few seconds the web page with the corresponding information is retrieved.
- Web pages of the rooms include: text and old style graphics
- After a few seconds (audio time) the webpage is replaced by the Holstentor map again.

Objects/rooms information (web pages):
Objects needed for the 4 rooms:
- Market (one of the illustrations used in the market room)
- Hansa (barrel)
- Shipping (ship)
- Lübeck history (some alt buildings together, giving the impression of a city)

Tasks and dates:
Katja: map for the kiosk (Tuesday 19/06/07)
Carlos: web pages for the 4 rooms (texts and old-style graphics) –> please ask bashar the maximum resolution for the web pages and get the text from the concept group (Thursday 21/06/07)
Fanny: Holstentor map for the cell phone (please consider the resolution limits) (Wednesday 20/06/07)
Mari: objects for the maps (from taken pictures) (Monday 18/06/07):
http://www.flickr.com/photos/49241854@N00/
http://www.flickr.com/photos/carlosmartinezmx/page2/
http://isnm.de/~schrader/UbiquitousComputing2007/Holstentor/index.htm
Karen: kiosk interface (Saturday 23/06/07)

Documentation web page:

Information Architechture –> Steve

Flyer / poster: 


The following comments have been made by other project members:

	June 17th, 2007 at 8:13 pm


 
Bashar AlTakrouri


 Says: 

Regarding the mobile screen resolution, here my answer:

First it is hard to tell [image: image3.png]


 but for the demo we are using Dell AXIM X50V which is using standard VGA resolution (640 x 480) it can also run QVGA (240 x 320). In general most of windows mobile O.S use VGA and Palm device are using QVGA. In addition to that the Nokia N95 also have QVGA which we might use for the demo as well.

Nevertheless, using opera mobile browser solve alot of adaptability problems because it has a special rendering technique that fit the web page size to the size of the screen. The webpage designer should be careful about using images. Using CSS helps alot for adaptation. 

I hope my answer was clear.
Cheers,
Bashar

References:
http://www.opera.com/products/mobile/products/s60/


http://www.gsmarena.com/new_nokia_nseries__n95_and_n75-news-221.php



http://www.mobiletechreview.com/Dell_Axim_X50v.htm




felixmaria Says: 
June 19th, 2007 at 5:49 pm


 

Just wanted to say that first audio files are available at http://isnm.de/~koja/ubicomp/audio/



Right now they are mp3. Which we need to discuss with the meeting of tech and Bashar. How is the audio event triggered, how big can the file be and which format and how the overall streaming thing will work.
cheers.


Technology Overview (Technology Group)

In response to conceptual questions, technology group did some research with the following results:
	Ubicomp Technology Group - Response
June 20th, 2007 by ubicomp 

Basic technology information response for Concept group:

3.For mobile web pages, include text and images.

Different mobile use different sizes for image to display. (but it doesn’t matter, we only give few format)

For video and audio, 3gp is the most popular format.

4.Audio cann’t play automatically when it’s embedded in a webpage, excep midi file, which is very small.(but very boring)

I would like to suggest, for web pages, text and image only. Audio files provide by second request(click).

The speed of bluetooth is 262.5 KByte / sec (up to 2.1 Mbit/s - this data is from Bashar), 3gp is 256 or 158bps(depends on the quality you need) and goes by streaming. Therefor there is no such problem about “how long will it take”.


The following comments have been made by other project members:

	


Technical Scenario (Concept Group + Technology Group)

	Technic scenario
June 20th, 2007 by ubicomp 

Note: This is a very general presentation of how the system will work from technical point of view. More technical details will be established during  next meetings. For the user scenario please read design group results.

Visitor enters the museum’s entrance room. Bashar’s system detects the presence of the user (it detects the Bluetooth of the users’mobile phone and give the user an identification number). The kiosk continuously asks Bashar’s system if there are users in the room. After user is identified, the kiosk knows that there is a need to display the flash movie. When the user selects an object from the map the movie will be uploaded from the server through web-services. For our demo no more than one user can use the system.

After user has completed his list he presses the “START TOUR” button. The webpages for the mobile phone will be uploaded onto the mobile phone. How? When user was identified in the beginning he received a user session number and a little java applet on his mobile phone. This java applet requires the webpages from the server. And the user starts walking.

When the visitor arrives in the market place, he will be identified by the Bluetooth (user’s session number received initially) and if he has the market place on his tour the webpage will pop up and the audio story of the room will start too. The audio file will be included in the webpage with the auto-play function. The format of audio will be wav format, but this needs to be tested by Bashar.

The webpages on the mobile phone will be HTML. The PDAs we will use are equipped with Windows mobile 5, are able to run browser, javascript, etc)

How the webpage communicates with the application in the museum rooms? Bashar will put inside the webpage a javascript.


The following comments have been made by other project members:

	


Group Report (Content Group)

	Content Group Report
June 21st, 2007 by ubicomp 

Taking a cue from our leader, the content group started doing location shots of Holstentor, Rathaus, harbour, etc. Though dimlit as it had rained almost the whole day of Saturday, these shots still proved visually refined,  though some scenes were rendered rickety. Thanks to the ever-reliable computer gadgets we have at ISNM,  and  needless to add,  the cinematic adroitness of Lou and Varvara who made all the cuttings, we still made it before deadline. Further consultations from other Ubicomp groups yielded some inevitable revisions of the filmic clips we made,   but they are quite meager and with the ample time left, we are positive to deliver home the bacon. At least for now, we wait for the green light from the design group so we can take the next further step.


The following comments have been made by other project members:

	


Group Report (Technology Group)

	Technology group meeting 21.June
June 21st, 2007 by ubicomp 

Base on our discussion today, below is our schedule and device list: 

Technology Group Schedule: 

6.25

Confirmation of mobile browser – Lihua, (Chun)

6.27

Testing of PDA interface – Lihua, (Chun)

6.29

Testing of Kiosk interface – Yunpei, (Chun)

7.3

All hardware setup – Chun, Yunpei, Lihua

7.5

Pre- Test – Chun, Yunpei, Lihua

7.7

Delivery – Chun, Yunpei, Lihua  

List of devices: 

Kiosk ??? 

4 bluetooth sensors + 4 computers - > 4 PDA’s

4 PDA’s  / mobiles browsing with the visitors 

1 server (.net web services, apache, myslq)

1 WiFi access point

2 extra bluetooth dongles (Widcomm stack - in order)

extra Batteries headsets ??? 

==== 

Mobile browser (ajax, javascript, sound)all need s.w for the kiosk   


The following comments have been made by other project members:

	


Group Report #2 (Content Group)

	Content Group Report 02
June 22nd, 2007 by ubicomp 

Instant mushrooming of selective footages and film clips that had to be edited never fails to energize the weary heart. In Lou’s and Varvara’s, Belinga’s, Fanny’s and Loreto’s  one sees an epitomized version of an unceasing editions that include the path from the holstentor to the Rathaus, along with its static panorama included, the highest of which should involve two holes gaping from the walls and the very symbol of the city of Luebeck. A nicer view affords one a panning shot on the ground where  the Rathaus stands, which as per suggested by Lou, must be filmed between 5am and 7am, or if the weeness of the hours doesn’t permit, around 7pm or 8pm to bequeath it with a  cinematic reverie that veers away like in a peebled-stirred lake.  

Concentric-wise, Lou’s suggestion steamrolled to include the filming of  the Rathaus’ entrance and the inside view of it, plus the one on the marketplace, but this time, should have included fewer people. Lou argued that although a static shot on the harbor is done and over with, but a more remarkable hitch that has to be done might be the path that unwinds from the holstentor to the harbor. Also mentioned  are the shoots from the Holstentor to the entrance of the Church and its panorama, zooming in and out of view the majestic Holstentor and the whole city of Luebeck.


The following comments have been made by other project members:

	


Video Settings (Content Group)

	Question about video setting
June 23rd, 2007 by ubicomp 

I would like to clarify what kind of settings I have to use for the  final video.

1. codec

2. frame size

3. frame rate

4. data rate

5. keyframe


The following comments have been made by other project members:

	ubicomp Says: 
June 24th, 2007 at 8:37 pm


 

frame size: Carlos is designing the screen where the video should go. As soon as he finishes it, he or I will answer the question.
frame rate: 30 fps
data rate: Doesn’t matter. Well, no… it does. Please give us (design team) the clips in .flv format :), encoded in higher quality and if you have enough time it would be cool to have some background music in the videos.


Status Report (Design Group)

	Some things done … some things to be solved
June 24th, 2007 by ubicomp 

Almost finished things:

- Kiosk interface design
- Kiosk interface programming
- Mobile interface design

Why almost? 

Carlos is designing the buttons for the map, the screen where the video should go (basically the frame for the video) and the last screen where the selected objects with instructions are shown.
Katja has to finish the map and give it to Carlos as soon as possible.
Karen has to put the buttons in the map, the map itself, and the new designed screens in the flash application.

To do things:
- program the “Start Tour” button where the http request with the corresponding variable should go –> Steve
- light up the selected buttons in the map –> Karen
- put the final videos (right now fake videos are used)

Problematic things:
- audio embeded in a webpage does not work in a PDA. Carlos has tested it in many ways, with many browsers and it does not work. It seems that the browser in the PDA doesn’t know what application to access in order to play the audio. Carlos found out that a Java Applet is needed in order to call the application, but we don’t know Java… so pease Steve, Bashar!!! HELP!!

Anyway … this has to be solved by the technical guys :).
Tasks for other groups:

Technical group:
- solve audio problem (please read the problem under “Problematic things”)

Concept group (Steve):
- Help with the “start tour” button and the corresponding JavaScript code in the web pages. (the variable sent by the flash application –through an http request– should be read by the web page and the corresponding images in the map –representing the selected objects– should appear in the corresponding positions in the holstentor map of the mobile device. Right now, the variable value is already stored in an array.

Content group
- Deliver the final videos this week :). Preferably on Thursday . Please ask me or Carlos the size of the video before you edit it.


The following comments have been made by other project members:

	ubicomp Says: 
June 24th, 2007 at 8:37 pm


 

frame size: Carlos is designing the screen where the video should go. As soon as he finishes it, he or I will answer the question.
frame rate: 30 fps
data rate: Doesn’t matter. Well, no… it does. Please give us (design team) the clips in .flv format :), encoded in higher quality and if you have enough time it would be cool to have some background music in the videos.


PDA Interface (Design Group)

	PDA Interface By Carlos and Fanny.
June 24th, 2007 by ubicomp 

Guys,

Despite the fact that I was only assigned as “assistant” in this Project Serving coffee and Cookies.

I have been working with Fanny with the interface side of the PDA’s.
the Design includes Html documents of the 4 Rooms selected from the Holstentor and a start page. their content includes Text, Images and Audio.

Holstentor Room Html.(4)
-Already with the resolution specs.
-Tested in Mobil and Pda.
-Design Approved by Karen.
-Text source Veronica.

Issues. If you want to modify the text content, this will be a good time to tell me about it and make changes, now is not a problem.

Audio…..Big Problems.
We had not been able to achieve good performance with the audio file, and this have been a tricky painful issue.So i include a chronology of the test in order explain experimenting evolution.

1st. Round of Test.
Embed html tag in PC and Mobile.
we use formats MIDI,WAV and MP3 on 2 devices and several Browsers with this results:

PC FIREFOX: MIDI-YES WAV-YES MP3-NO
EXPLORER MIDI-YES WAV-YES MP3-YES

MOBILE Sony Ericsson K610i

Default Browser: MIDI-YES WAV-YES MP3-YES
Opera Mini MIDI-NO WAV-NO MP3-NO.

comments: Bashar comment that browser in PDA should be opera mobile and not opera mini, Since MP3 had problems with firefox, we reduce the audio format to Wav only.

2nd Round of test.
PDA.

EXPLORER EMBED HTML TAG DIDNT WORK
OPERA EMBED HTML TAG DIDNT WORK.

becuase the embed file didnt workm,we tried to embed the audio as Javascript with 3 different codes:

1)
<script>
function EvalSound(soundobj) {
var thissound= eval(”document.”+soundobj);
thissound.Play();
}
</script>

2)
<script>
function EvalSound(soundobj) {
var thissound=document.getElementById(soundobj);
thissound.Play();
}
</script>

<embed src=”images/a.wav” autostart=true width=0 height=0 id=”sound1″
enablejavascript=”true”>

3)triggered by a button.
<BGSOUND src=”#” ID=”brahms” AUTOSTART=”TRUE”>

<IMG src=”images/playaudio.jpg” WIDTH=”200″ HEIGHT=”30″ BORDER=”0″
onmouseover=”document.all.brahms.src=’images/a.wav’”>

Results were very confussing in every device.

PC FIREFOX CODE 1-YES CODE 2-YES CODE 3-NO
EXPLORER CODE 1-NO CODE 2-NO CODE 3-YES
(exact opposite!!)

MOBILE DEFAULT BROWSER 1-YES 2-YES 3-NO
OPERA MINI 1-NO 2-NO 3-NO

PDA OPERA 1-NO 2-NO 3-NO
INTERNET EXPLORER 1-NO 2 NO 3-NO

Conclusions: PDA was the only device that wasnt able to play sound with any browse and any coding. (double check for dumb causes:Audio is on…volume is high and I tested sound file by itself)

I suppose that the PDA setting or architecture don’t allow the browser to trigger the media player. So I got a suggestion from a friend to do it with a java aplett and call it with javascript.

From here there are 2 options.

1)Programmers (Bashar and Steve) can provide me with a better html or javascript code, if you consider that my coding sucks (which is very probable).

2)programmers provide me with java applet and javascript code for testing in PDA.

is the only thing missing from the PDA content.

Let me Know what you think.

Ps. I expend most of the week with all this and haven’t being studying for exams as I should and this situation is starting to Worry me. I’m just raising an Issue since I also have Hasebrook Project,full schedule of lectures in the last 4 weeks and no Exam Preparation Week. :s

Cheers.

Carlos.


The following comments have been made by other project members:

	


Group Report #3 (Content Group)

	Content Group Report 03
June 25th, 2007 by ubicomp 

An idle mind is never an easy route, not even a green light for envy for apart from the working heart, home is really where the gut is. Although Lou has done his homework,  which, to a fault, has really tested where his guts should take him, filmic digitalization is his simple definition of home. Small wonder it was with ease that he only missed a few hours of sleep last week to swerve his bat and turn in the things needed for the Design group just in the nick of time. Assisting him was Belinga who was always at his casual best, giving the group some suggestions, if not encouragements, technical or otherwise.

 Nota Bene:

As of now, we hew our hands in support of our leader, Varvara who does the filmic cuts and Fanny who waits for pictures from every Ubicom group so she can start stitching them to pass for the making-of-the holstentor-project video.

By the way, what seems a whiling away in this blog is more like puncturing thought balloons, a subliminal invitation for the Content Group to feel relieved and shake away the academic stress with odds and ends of literariness scourged along the making of this project.




The following comments have been made by other project members:

	


Testing Report (Technology Group)

	PDA interface testing report - Technology Group
June 25th, 2007 by ubicomp 

Below is the record from Lihua, for the PDA interface testing work till today:

i have try opera,netfront,ie. But all of them can not play the music which was in the website. i think its a problem of the browers.

there is one way to solve the problem, you use java to build the whole website. we will test later whether the brower can have a java plug-in or not..i think the brower has.

 26,June Update

i sucessfully played a flash which contains sound in a website using opera..maybe u guys can embed a flash in the website to play sound




The following comments have been made by other project members:

	


Concept of Content Transmission (Technology Group)

	Concept of Content Transmission
June 26th, 2007 by ubicomp 

after talking to bashar here now is an update on the concept of content transmission:
1. bashars framework identifies the mobile device and assigns a session-id
to make sure bashar will identify the correct device (via bluetooth) we want to try out an idea proposed by carlos.
it is to create a faraday cage (http://en.wikipedia.org/wiki/Faraday_cage) in order to shield the electromagnetic waves from other bluetooth devices to make sure the right one is identified. if that concept does not work our emergency plan is to assign numbers to the pdas and to send information in the number order - so we would have to make sure that the devices appear in correct oder [image: image4.png]


its a trick but should work for the prototype.
2. after the selection on the kiosk is done the information is sent to bashars framework
when clicking on the final send button the flash application will call bashars framework and request the assigned session-id. afterwards the chosen tour is sent to bashars framework by using the session-id in order to tell which device the tour is for.
3. bashars framework now creates a bluetooth-message
the message is sent to the device and has to accepted by the user. after confirmation a homepage will be requested (the url will encode the session-id).
4. OUR server provides the homepage
the homepage opened will be hosted on OUR server (i guess its just our computer hosting the flash application as well). it will consist of a (reversed-)ajax function that waits for bashars framework to send an UPDATE MESSAGE. when receiving the update message the ajax-script will have to read the code of the message and change the homepage being displayed accordingly.
in order to do all this magic [image: image5.png]


we will need to set up a server at the isnm running bashars framework so we can test all the things
(bashar + steve)
we will need to build our faraday cage or stick to the dummy-function
(carlos + steve)
then we will need to test the function of flash requesting the session id and sending the selected tour information
(karen + steve)
next step will be to create the ajax script to receive the update messages
(bashar + steve)



The following comments have been made by other project members:

	


Holstentour logo (Design Group)

	Holstentour logo
June 27th, 2007 by ubicomp 



Here is the Mobile Holstentour Logo.

Hope you Like it.

Cheers.

Carlos.




The following comments have been made by other project members:

	


Making-of-Video (Content Group)

	Made-of Video Demo
June 27th, 2007 by ubicomp 

Here are four different style demo of made-of video for voting.

Please write down your vote No.Want to modify or add pictures or any other ideas,connect me.

Q1:The format of the video?avi?mpeg1?mov?
Q2:Framesize?

Demo 1
http://www.youtube.com/watch?v=kB3p7MPcRCc

Demo 2
http://www.youtube.com/watch?v=91h9TVc0XD8

Demo 3
http://www.youtube.com/watch?v=FxUSFhU9GQM

Demo 4
http://www.youtube.com/watch?v=INFxbmELfLE

Cheers
FaNNy




The following comments have been made by other project members:

	1. fanny Says: 
June 28th, 2007 at 12:23 pm   edit 

Mistake:the name should be “Mobile Holstentour”

2. ubicomp Says: 
June 28th, 2007 at 2:16 pm   edit 

I have one suggestion. I think we need to add the part about the actual demo - the final product. So we need to take pictures and videos when tech team sets it up for testing. Because right now it’s just a bunch of people sitting together.. . doesn’t really show that we made something.
Otherwise I like the 2nd or the 4th, except the music of the 4th one … Trance is bad.
Mari




Technical Report (Technology Group)
	The first three services now ready for use.
June 28th, 2007 by Bashar Al Takrouri 

Hi guys,

This is a technical announcement of the status of the project implementation. Just of the people how are not in the programming side to know what is going on ;). The first three services that are ready to be used are:getExhibitsOfInterest, setExhibitsOfInterest, getSessionIDs.

getExhibitsOfInterest :Get the tour selection for the session number provided in the argument.

tt  The results of this call:

<tourSelection>
<exhibitID> # </exhibitID>
<exhibitID> # </exhibitID>
…
</tourSelection>

setExhibitsOfInterest :Set the tour selection for the session number provided in the argument.

getSessionIDs: Get all active session numbers within the range of special media point “exhibit”.

thThe result should look like:

<ActiveSessions>
<sessionID> # </sessionID>
<sessionID> # </sessionID>
…
</ActiveSessions>

The interaction with the services is fairly easy. And the returned results have xml format which is easy for understanding. I provided a Javascript sample of using the services and here an example:

http.open(”GET”, “CES_PHPproxy.php?sessionID=1&serviceName=getExhibitsOfInterest”);

http.onreadystatechange=function() {
if(http.readyState == 4) {
var temp=http.responseText;
alert(”The call result:”+temp);

}As you can see this is a normal http request which obviously includes the address of the proxy and the needed parameter. Here the parameters are sessionID and the name of the service.




The following comments have been made by other project members:

	


Future Enhancements

Tangible objects for the Holstentor Museum

Primary ideas:

Ship routes table

· Animation running continuously on the table or a screen, "ocean" sounds, icons indicating the transported products, the different stops

· Interaction by sliding the ships over the table (video or presentation could start to run on a cylindrical screen around the table)  

· When the ship makes a "stop", information about the route, products, place is shown in a screen – or maybe an animation telling a story about how the goods are transported and used.

· Visitors could interact with each other, by seeing the ships of the other visitors traveling in the screen.

· Instead of drawers, small wood boxes with icons of the objects or special miniature objects representing the real objects could be placed in specific regions on the table.

· When the visitors get close to the miniature objects, a square can be drawn around the miniature with certain “spots” inside that light up. (resembling a map, maybe)

· By moving and placing the miniatures over those spots, different stories about the objects can be retrieved on a screen or (better) on the same square on the table.

· If the miniatures are cubes, by placing them in different positions, a different video or animation could be retrieved.

Ship pictures

· Pictures could be replaced by small boxes representing the ships (with images over them) or by miniature ships

· By lifting the boxes or ships up a video/ animation or picture could be shown on the window

· If nobody is close to the screen, it could turn into a normal window.

· By sliding the ships over the “table” where they are placed, the user can control an animation about the story of each ship (maybe a map could be in the table and by positioning the ship over a different spot on the map, a story or animation can start to run according to the place where the ship “stopped”)

Drawers:

· Replace drawers by small miniatures or boxes with icons representing the “containing” information 
· The miniatures or boxes can be on tables placed around the main objects (i.e. the Holstentor) or extensions of the tables where the main objects are placed.
· By getting closer to those tables, a square can be drawn around the miniature showing again some spots that light up (like a map).

· By placing the miniatures over those spots, a video or animation telling the story of that object can be retrieved on the same table, replacing the image of the lightened spots.

· After the story finishes, the “map” with lightened up spots can be shown again, so the visitor can continue playing with the miniature.

· The information map can be designed for each type of information (or object) or can be standardized and the spots can be categorized according the different types of information that should be available for each object. (i.e. when placing the miniatures over a “tool-spot”, information about how the object that the miniature represents worked)

· Other possibility is just lift the miniatures up to see what they "contain" (video/presentation on the table activates)
Taking the idea further:

Enhance interaction between users

Miniature Lübeck

· A screen on each console

· A video on each console would show the corresponding part of the Altstadt as a video or slide show (historical information/stories, etc, about that part of the miniature).

· By standing over the console, the corresponding light in the miniature lights up and the video in the stand screen starts.

· Visitors could "change views" of the miniature by lifting up small lightened up figures placed on one side, representing each part of the miniature.

· But visitors would be able to access just the information of the occupied stands. When another visitor stands over a console, the corresponding objects on the other stands light up and also the corresponding region in the miniature, showing which view is now available.

· Also objects representing time should be available in order to see how a certain part has changed over time.

Limitations and unsolved problems

· Not possible to have a screen on each object to show more information, not possible to have so many screens

· Is it possible to modify the installations and convert them into interactive tables? (i.e. the sea table with the ships)

· Guidance issue is not covered

· Tangible interfaces, but not ubiquitous (customization, etc)

· Visitors should be able to keep their experience and take it home somehow

Solution preliminary:

· Visitors should be able to know what rooms and objects are there left to see, how to get to those rooms (guidance), maybe how many people is in those rooms and what are the rooms about, so the visitor does not go to the rooms that he/she is not interested in.

· Collecting information with cell phone and later projecting it on a screen would be mechanical and not so entertaining

· Objects should tell stories (or information about the objects should be presented as stories) 

· The visitors should have the opportunity to interact with the selected objects and retrieve customized stories about them.

· Further on, each visitor should be able to “create” his/her own “cumulated” story according to his/her performance inside the museum (preferred objects, etc)

Possible solution:

Interactive stations with “secret passages”

The project faces some problems and constraints. First, it is not possible to have a screen per object or exhibit. Second, we have to take into account the historical aspect of the museum, so we can not modify all the installations and convert the whole environment into a high-tech exhibit. Third, we have to make the cell phones take part of the visitor’s experience, maybe even convert them into the basic means of interactivity. 

On the other hand, we have to give some “life” to the exhibits so there won’t be the constant need of a guide to explain everything. To improve the learning experience in the museum, the objects should be able to tell stories containing information about them and the visitors should be able to interact with these stories in order to retrieve personalized information about the objects they like.

We have to guide the visitors, and this involves not just telling all of them what room to visit next or how can they go to a certain place. The guidance has to be customized for each visitor according to preferences and likes tracked during the visit. People need to know where they are in the museum, where they were before, what objects have they seen, what is there left to see, and even more: if the not-yet-seen objects are interesting for them.

Finally, the visitors should leave the museum with the certainty that they will be able to access their visit again, but THEIR visit.

So, in order to offer the visitors a more interactive and personalized experience, the idea is to let them play with the information that they want and store it.

How?

· By having a cell phone, information about the preferences of the visitor can be tracked. 

· If the visitor stays near an object for more than a certain amount of time, it will mean that the visitor likes the object and that information (that the visitor likes that object) will be recorded.

· This will mean that the visitor has “collected” an object.

· In each room an interactive station will be placed. It can be a table connected to a screen or glass where information about the preferred objects will be projected.

· On the table, small objects representing the actual exhibits of the room will be placed. (can be miniatures of the real exhibits, can be geometric figures with corresponding icons – the form of placing them can be a map that resembles the room) (in what order, how will the interface look like?)

· Each miniature can have its own behaviors (i.e. if it’s a person, by moving it, it can walk, if it’s a table, by moving it, it can roll, if it’s a painting, by lifting it, it can change views, etc)

· When approaching the station (or by placing the handheld device in a certain position or “box” on the table), the display or glass shows information about the visitor’s visit (percentage of the visit, rooms that are left to see, rooms that have been visited already, time the person has been in the museum already, etc)

· The interface on the screen or glass tells the visitor what objects has he/she preferred during the visit (the collection of objects)

· The screen tells the visitor what exhibits of that particular room has he/she liked (or collected) and in what order has the visitor seen the objects. (according to that order, the story of each visitor’s experience will be shaped)

· The corresponding miniatures activate (by lighting up, or another kind of sign, maybe a colored or bright spot on the table) and the visitor can start retrieving information about them by playing around with them.

Stories and navigation

· Each miniature will tell stories about the object they represent

· The stories can be categorized as general information (retrieved by everybody –what the object is, name, what was it used for, etc, maybe an animation–) and specific information (customized per visitor)

· By touching a miniature on the table, general information about the object can appear and the interface could change in order to show the possible extra (customized) information about that object.

· Using the miniature to navigate through the options, the visitor can access the different stories (videos, animations) related to the represented object.

· Depending on how many stories the visitor access to, the following miniatures will show more or less stories.

· 3 levels of information per station in each room:

· all the objects on a screen (shows the order in which the visitor has seen the objects) ( shows also specific info about the visitor’s experience

· A specific miniature and the stories related to it

· Story spot (a video or story that can be navigated by moving the miniature over the table)

· The objects and stories related to them can be shown as a map, network or something similar (stories( map with different icons representing spots where the miniature can be placed to retrieve information. (i.e. the i sign represents the general information: when the object is positioned there, the general info about that object appears.) ( the spots (2 or 3) can be related to stories about that object and the format of those stories can be customized (i.e. if the person prefers documental, cartoons, etc) ( also the story teller can be customized


Example of the information on the screen:

“Hi X
Welcome to the room X
You have visited these rooms and collected x number of objects:

(shows pictures of the rooms and the number (or small photos) of objects collected per room)
But there are some rooms you have not visited:
(shows pictures with percentage of the visit)


Your collection of preferred objects includes:
(pictures of the objects with the numbers of stories collected)


Your preferred objects in this room are:

(shows the map or networked of the miniatures on the table)

….”

· Navigation Option 1: 

· The cell phone can act as an object too. By sliding it over the table, it gets near the miniatures and “visits” them. 

· The screen shows the cell phone as a character (that the visitor chose at the beginning of the visit or just a square/circle with the picture of the visitor

· When the character (the cell phone) gets near an active object on the table, the screen shows a zoom-in to that object. When it’s near enough, the screen enters to the stories level of that object 

· Navigation Option 2:

· Instead of the cell phone, another figure can be used – can be differentiated between a male-like figure or a female-like figure that the visitor chooses.

· Navigation Option 3:

· No character, just objects

· By touching an object, the screen zooms-in to that object stories level

· The different stories/information about the objects can be retrieved by placing the objects in different positions (spots represented with icons) on the table.

“Secret Passages”

· On one side of the table there are some doors… they can be open or closed and the display would show what is inside….

· They are “secret passages” to the other rooms of the Holstentor, each door represents one room (maybe with some icon or name), so there are as many doors as rooms in the Holstentor - 1 (except the one where the display is)

· The visitor can open the doors, but just when they are active (lightened up).

· Doors light up when another visitor stands on the station of the real room represented by the door.

· When the visitors open the doors, an animation about how to get there is shown in the display and it is controlled by the closing and opening actions performed by the visitor (by opening the door, the animation runs fwd; by closing the door it runs backwards)

· When the door is completely open, the display shows what’s happening in the respective room and what objects are there 

· When the door is closed, the display shows what it was there before opening the door.

· Just one door can be opened at the time (just as you can go just through one secret passage at the time)

· Visitors could be able to share their collected objects too by opening the doors.
· Or… by positioning the activated objects in a spot near the opened door (one at a time) the visitor in the other room could be able to see a picture of the person that is sending the objects and pictures of the objects being sent. 

· In this way, people would be aware of other visitors, it could act as guidance and it can motivate the visitors to go to other rooms or avoid them going to rooms they’re not interested in.

After the visit:

· Cameras inside the museum record visits

· Visitors interact with miniatures and retrieve informational videos/animations –stories– through this interaction

· Due the ID and location detection system implemented with the cell phone, the system knows what objects has the visitor interact with and what stories has the visitor watched

· At the end, the cell phone could send a signal to record all that information in the corresponding sequence (which has been recorded in the card already) and prepare a digital document (video in CD or DVD, pictures, sent through e-mail).

Possible modifications

· The stations can be meant for more than one visitor at a time, so collected objects and stories can be exchanged (bigger screen, bigger table)

· Less information levels

· If too complicated, doors can be digital.
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